Improving Text Categorization
with Semantically Enriched LSTM
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- softmax function for categorization

- cosine similarity between random words and output,
which will transform into keywords

® consists of Slovak Wikipedia
- 194 000 articles
- 72 000 categories

® recurrent architecture enables processing of text documents

® is separated into three sets
of variable length

- training, validation and test
- ratio of training 80/10/10%

® data-driven approach to extract discriminative keywords
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